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CORRELATION and REGRESSION 



 CORRELATION 
 

• It is the measure of degree of linear or non-linear association 
between two or more variables. 

 

TYPES OF CORRELATION 
 1. SIMPLE CORRELATION 

 2. MULTIPLE CORRELATION 

 3. PARTIAL CORREALTION 



1 . SIMPLE CORRELATION 
• It is based on linear relationship between the variables. 

SIMPLE CORRELATION 

 

           

POSITIVE CORRELATION                                     NEGATIVE CORRELATION 

If the linear relation is in such a way that the increment in one 
variable results in the increment of other also , then there is a 
positive or direct correlation. 

If the linear relation is in such a way that the increment in one 
variable results in the decrease of the other , and then there is a 
negative or inverse correlation. 

 

 



2. MULTIPLE CORRELATION 
• When we consider more than two variables at a time and their 

association , the degree of association of one variable to the 
remaining variables is coming under multiple correlation. 

3. PARTIAL CORRELATION 

•    When we consider the degree of association between two variables 
by assuming all other variables as constants is coming under partial 
correlation 



 SCATTER DIAGRAM 
• A graph in which the values of two variables are plotted along two axes , the pattern of the resulting points 

revealing any correlation present. 

 



 CURVE FITTING 
• The process of determining the best values of the parameters 

involved in a proposed relation between the variables considered 
statistically is known as curve fitting. 

• The value of parameters are estimated using the Principle of least 
squares . 

PRINCIPLE OF LEAST SQUARES 
 



 FITTING OF A STRAIGHT LINE y=ax+b 





 FITTING OF A CURVE y=ax^2+bx+c 
• Normal equations are: 

 

 

 

FITTING OF y=ab^x 
Taking log on both sides we get 



 FITTING OF A CURVE y=ax^b 
Taking log on both sides , we get 



 FITTING OF A CURVE y=ae^bx 



 KARL PEARSON’S COEFFICIENT OF CORRELATION 



Theorem : For two variables x and y , -1≤r(x , y)≤+1 , where r(x ,y) is the Pearson’s 
coefficient of correlation. 



Theorem : (Invariance of correlation coefficient under linear transformation):A 
transformation on the variables x and y to u and v in the form u=(x-A)/C and v=(y-
B)/D is making no change in the coefficient of correlation between the variables . 
That is r(x , y)=r(u , v)   





 REGRESSION LINES 



 PROPERTIES OF REGRESSION COEFFICIENTS 



 ANGLE BETWEEN THE REGRESSION LINES 



Theorem : The point of intersection of two regression lines is (x , y) 



 IDENTIFICATION OF REGRESSION LINES AND 
DETERMINATION OF CORRELATION COEFFICIENT 

• Let the two lines be a₁x + b₁y + c₁=0 and a₂x + b₂y + c₂=0. 

• Assume the first to be regression line y on x and the second 
regression line x on y. 

• Then the regression coefficient y on x is -a₁/b₁ and regression 
coefficient x on y is -b₂/a₂. 

• If their geometric mean is less than or equal to one , then our 
assumption is correct . Otherwise , the first one is regression line x on 
y and the second regression line y on x 

• Then regression coefficient y on x is-a₂/b₂ and regression coefficient x 
on y is -b₁/a₁. 


